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ABSTRACT

This paper presents a question answering (QA) system devel-
oped for spoken lecture processing. The questions are pre-
sented to the system in written form and the answers are re-
turned from lecture videos. In contrast to the widely studied
reading comprehension style QA — the machine understands
a passage of text and answers the questions related to that
passage — our task introduces the challenge of searching the
answers on longer text where the text corresponds to the er-
roneous transcripts of the lecture videos. Our initial exper-
iments show that searching answers on longer text degrades
the performance of the QA system drastically. Therefore, we
propose splitting the transcriptions of lecture videos into short
passages and determining passage-question matching using
question aware passage representations. The proposed ap-
proach lets us utilize competitive neural network-based read-
ing comprehension models for our task and improves the per-
formance of the developed QA system.

Index Terms— Spoken question answering, spoken lec-
ture processing, automatic speech recognition.

1. INTRODUCTION

The dramatic increase in the availability of online video lec-
tures provides flexible and easily accessible learning oppor-
tunities to learners outside the classroom. Online video lec-
tures have been widely used in formal education as well as
in life-long learning. The widespread usage of lecture videos
introduces the need for effective dissemination and utilization
of video lectures, which can be accomplished through speech
and language processing technologies.

Automatic Speech Recognition (ASR) has been widely
used to automatically transcribe academic lecture recordings
to enhance the learning experience of students as well as to
increase accessibility for the hearing impaired students [1, 2,
3]. In addition to speech recognition, speech retrieval has
also been used to facilitate learning through academic lecture
recordings [4, 5]. Complementary to the previous research ef-
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forts, we developed a question answering system for spoken
lecture processing.

The main idea in question answering is to automatically
find the relevant answers to textual or spoken questions from
a text or spoken document. Especially, the machine compre-
hension task — understanding a passage of text and answer-
ing questions related to that passage — has been investigated
by many researchers and significant improvements have been
obtained on the SQuAD datasets [6, 7]. Thanks to the neu-
ral network-based approaches used in machine comprehen-
sion [8, 9, 10, 11], the performance of the available systems
are getting closer to the human performance. Machine com-
prehension task has also been investigated on spoken con-
tent [12, 13]. Spoken machine comprehension is a more diffi-
cult problem than machine comprehension on text both due to
the erroneous transcripts provided by ASR systems and lim-
ited amount of available datasets.

In our research, we developed a QA system that focuses
on finding the relevant answers of written questions from lec-
ture videos. Note that the proposed task is more challenging
than the spoken machine comprehension task due to the fol-
lowing reasons: i) The concept of a passage and the questions
related to that passage are not explicitly determined in the lec-
ture videos. In general, a passage can correspond to the whole
lecture video transcription. ii) Answers to the questions can
be longer than couple of words, i.e., on average 22 words per
question in our lecture test data. iii) The task is very domain
specific so it requires in-domain QA data for training the mod-
els. In order to tackle some of these issues, we first generated
a small machine comprehension training dataset for the lec-
ture domain where the domain of the training data matches
with the domain of the test data. Then we defined pseudo
passages for the transcriptions of the test data and determined
passage-question relevancy using neural network-based ques-
tion aware passage representations. This approach turns the
testing phase of our task into machine comprehension style
QA and allows us to use the competitive machine compre-
hension models developed for SQuAD dataset also for our
task. Even though the questions have quite long answers, the
answers are spans of words from the given passages and this
makes the lecture QA task more tractable.

QA for lecture videos was also investigated in [14, 15].
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However, these approaches are mostly based on extracting
queries from questions using natural language processing and
applying information retrieval techniques for finding the rel-
evant answers. A recent work [16] also uses similar ideas
for QA on text for the lecture domain. Unlike the previous
QA systems developed for textual or spoken lecture content,
our system is an end-to-end approach. To our knowledge, our
work is the first in applying machine comprehension type QA
to lecture videos.

This paper is organized as follows: Section 2 explains the
methods used for QA and passage-question matching. The
details of the ASR and the QA data and the experiments with
this data are described in Section 3. Section 4 concludes the
paper and gives some future research directions.

2. METHODS

This section summarizes the neural networks used for the
question answering and passage selection systems.

2.1. MatchLSTM with Answer Pointer

MatchLSTM with Answer Pointer architecture is an end-
to-end neural network proposed for the machine compre-
hension task [11]. The model achieved competitive results
for SQuAD using attention and answer pointer mechanism.
Given a passage and a question, MatchLSTM finds an answer
span from the passage by sequentially processing the passage.
There are three layers in the architecture.

1. Preprocessing: For a given passage P and a question
Q, a (forward) uni-directional LSTM calculates the hid-
den representations (H?, HY), as shown below:

2. MatchLSTM: This layer processes the passage se-
quentially and generates the attention vector in both
forward and backward directions. For token i from the
passage, the forward attention vector al is:

G, = tanh(W9H + (WPhP + W' T, + bP) @ eg)

;= softmax(wTai +b®eq)

where W9, WP W bP w, b are the parameters to
be learned and ®eq repeats the vector or scalar for
() times to match the matrix or vector dimensions for

summation. The hidden state h ] is calculated as :

B
- [H@T]

W =LSTM(Z, h',)

K3

H € RF contains the hidden states [ﬁ{, o ﬁ}] as
columns where [ is the hidden dimension and P is the
passage length. Using the same calculations in reverse
order H” € R*P is obtained. The concatenation of
these two matrices gives the representation H".

3. Answer Pointer: This layer is based on the Pointer
Network [17]. Answer pointer layer takes the represen-
tation H" as the input and predicts the start and the end
tokens of the answer in the given passage. The word
sequence between these two tokens is considered to be
the answer.

2.2. Passage-Question Relevance Scoring

We propose a simple one hidden layer neural network to ob-
tain a score between the passages and the question using the
internal representation H* from MatchLSTM. The last and
the first hidden state vectors are %tracted from forward and
backward representations (h'’, h) respectively and con-
catenated to form the input vector h,e). For a passage and a

question, the network calculates a score as shown below:

D= tanh(Wi‘elhrel + bi-lel)
0 = sigmoid(Wo, D + b%,;)

rel

where W 'bh Weo b0 are the parameters. The net-
work is trained using positive and negative passage-question
pairs to optimize binary cross entropy and to predict whether
the given passage contains the answer to the given question.
The scores from the network are used to select a single pas-

sage (with the maximum score) for each question.

3. EXPERIMENTS

This section explains the ASR and QA experiments as well as
the details of the data used in these experiments.

3.1. Data

The lecture videos used in this research were prepared for
flipped learning at MEF University. Each lecture video is a
short clip, on average 5 minutes long, explaining basic con-
cepts about the lecture topic. The lecture videos were shot in
the recording studio of the university. The synchronized audio
was recorded with a high quality close-talking microphone.

In our research, we used the lecture videos coming from 4
different courses from Electrical and Electronics Engineering
Department for the acoustic data. These videos were prepared
by the same instructor so there is a single speaker in the acous-
tic data. The 15 lecture videos for the “Signals and Systems”
course were set apart as the test data (1.2 hours) and the other
videos were used as the acoustic training data (2.7 hours) for
the ASR system.
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Paragraph: Now just as with the Fourier transform there are a number of properties of the Laplace transform that are extremely useful in
describing and analyzing signals and systems. For example one of the properties that we in fact took advantage of in our discussion last time
was the linearly the linearity property which says in essence that the Laplace transform of the linear combination of two time functions is
the same linear combination of the associated Laplace transforms. Also there is a very important and useful property which tells us how
the derivative of a time function rather the Laplace transform of the derivative is related to the Laplace transform in particular the Laplace
transform of the derivative is the Laplace transform x(t) multiplied by s and as you can see by just setting s equal to j omega in fact this
reduces to the corresponding Fourier transform property.

Question 1: What is the linearity property in the Laplace transform?
Answer 1: The linearity property which says in essence that the Laplace transform of the linear combination of two time functions is the

same linear combination of the associated Laplace transforms.

Question 2: How is the Laplace transform of the derivative of a time function related with the Laplace transform of this time function?
Answer 2: The Laplace transform of the derivative is the Laplace transform x(t) multiplied by s.

Fig. 1. Question-answer pairs for a sample paragraph. Answers are consecutive word sequences from the given passage.

For building the language model for the ASR system, we
collected text data related with the test lecture domain, mainly
the reference transcriptions of the “Signals and Systems”
course offered in MIT OpenCourseWare '. These reference
transcriptions contain around 100K words. In addition to
these transcriptions, we also used the reference transcriptions
of the acoustic model training data (22.3K words) and the text
coming from the lecture slides of the test data (3.2K words).

Even though the amount of acoustic and text data used in
building the ASR system is limited, having the same speaker
both in the training and the test data, as well as collecting text
from the same lecture domain make the system plausible.

Since the domain of the publicly available QA datasets
are very different than our lecture domain, we also generated
a new dataset for training the QA system using the reference
transcriptions of the MIT OpenCourseWare “Signals and Sys-
tems” course videos. These reference transcripts were first di-
vided into 1309 short passages. We went through all the pas-
sages and generated 310 question-answer pairs for 259 pas-
sages. Answers were selected as consecutive word sequences
from these passages. In the training data, the average pas-
sage length is 72 words, the average question length is 11
words and the average answer length is 24 words. A sample
passage with question-answer pairs from the training data is
given Figure 1. For QA test data, we also annotated the refer-
ence transcriptions of the test data and obtained 175 question-
answer pairs. In the test data, the average question length is 11
words and the average answer length is 22 words. Compared
to the popular SQuAD1.0 dataset where the dev partition pas-
sages contain on average 123 words and answers contain on
average 3 words, our lecture QA dataset introduces a more
difficult task mainly due to having long answers (on average
22 words) and long passages (on average 652 words) for each
lecture video. Note that the transcription of each lecture video
can be considered as a single passage.

Uhttps://ocw.mit.edu/resources/res-6-007-signals-and-systems-spring-
2011/video-lectures/

3.2. Results
3.2.1. Automatic Speech Recognition

We built an ASR system using the acoustic and the text data
explained in Section 3.1. The acoustic models were trained
using the Kaldi toolkit [18]. The language model is a 4-gram
language model trained using the SRILM toolkit [19]. The
word error rate (WER) results for 3 different acoustic mod-
els (GMM-si: speaker independent GMM, GMM-sa: speaker
adaptive GMM and DNN: deep neural network model) were
obtained as 13.0%, 10.5% and 6.7% respectively. In order to
evaluate the lecture QA system for different WERs we report
the performance of all three models.

3.2.2. Question Answering

The QA system was implemented using PyTorch 0.4.1 [20].
The lecture QA system is a more challenging task than the
reading comprehension style QA task either on text or spo-
ken context due to long passages coming from the ASR tran-
scripts and questions with long answers. In order to empha-
size these challenges and show the effectiveness of the pro-
posed passage-question relevancy approach, we prepared sev-
eral train-test scenarios. The QA model for each scenario was
trained for 30 epochs with 32 samples in one batch using 150-
dimensional hidden vectors. All models were tested both on
the reference transcriptions and the erroneous ASR transcrip-
tions of the test data. The question-answer pairs for the ASR
transcripts were obtained by aligning the ASR transcripts of
the test data with the corresponding reference transcriptions.
The train-test scenarios are as follows:

1. short - short: The QA system was trained with the
training data explained in Section 3.1. Test data was
manually divided into short passages based on the tran-
scriptions corresponding to each lecture slide in the
video. This results in 144 test passages, 94 of which
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Table 1. QA results for different train-test scenarios. GMM-si, GMM-sa and DNN represent ASR transcriptions obtained with

these acoustic models and Ref represents the reference transcriptions.

Test Set F1 Score
Train-Test Scenarios with known passage-question pairs with passage-question pair selection
GMM-si GMM-sa DNN Ref GMM-si GMM-sa DNN Ref
short - short 56.38 55.62 57.02 60.47 43.65 46.10 47.74 49.12
short - long 23.39 23.91 24.21 25.51 - - - -
long - long 27.84 28.69 29.70 29.87 - - - -
window - window 38.76 40.47 42.84 42.63 33.05 33.53 34.31 35.59

have associated questions. These 94 passages contain
on average 81 words and 2 questions.

2. short - long: The QA model is the same with the one
trained in the first scenario. However, each passage in
the test data corresponds to the transcription of a lecture
video. This results in 15 test passages where each pas-
sage contain on average 652 words and 12 questions.

3. long - long: Short passages in the training data were
concatenated to obtain longer passages containing on
average 686 words. The QA system was trained with
this new training data. The test data is the same with
the one in the second scenario.

4. window - window: The train and the test data were
divided into pseudo passages using around 200 consec-
utive words per passage by taking sentence boundaries
into account. This results in 44 test passages, of which
only 2 do not have any associated questions. Each pas-
sage contains on average 233 words and 4 questions.

The QA results with these scenarios are given in Table 1.
In the table, GMM-si, GMM-sa and DNN columns contain
the results of the QA systems on the ASR transcripts with
13.0%, 10.5% and 6.7% WERs respectively. The Ref column
contains the results of the same systems on the reference tran-
scriptions. The overlap between the predicted and the ground
truth answers were measured using word level F1 score.

When the passage-question pairs are known, in other
words, the questions are searched in their related passages,
we obtained the best result on the reference transcripts with
the short-short scenario where the test passages were obtained
manually. The performance of the QA system degrades with
increasing WER. Note that this scenario makes the assump-
tion that we know the passage that contains the answer to each
question, which does not hold in a real test scenario. This
assumption holds in part for the short-long and long-long
scenarios where each test passage contains the transcription
of a whole lecture video. However, the QA performance
for these scenarios degrade significantly mostly due to the
increasing passage length. Using pseudo passages, window-
window scenario, also requires knowledge of the window

to be searched and degrades the performance compared to
the short-short scenario. This can be due to increasing the
passage length as well as introducing irrelevant words to the
passages due to using almost fixed length pseudo paragraphs.

Even though short-long and long-long scenarios are
somewhat realistic, a more realistic scenario requires search-
ing questions in all the related videos but using longer test
passages degrades the QA performance further. Therefore,
we converted the task into a more realistic, but still tractable,
scenario by assuming that questions related to one of the
chapters of the lecture will be searched only in the videos
of the same chapter. To make the task tractable, we used
the window-window scenario together with the proposed
passage-question relevance scoring algorithm, explained in
Section 2. First, questions were assigned to a single pseudo
passage based on the relevance scores and then the loca-
tions of the answers in this passage were determined. This
two-stage approach improves the QA performance (the last
four columns at window-window row) compared to the short-
long and long-long scenarios. However, there is room for
improvement as the selection mechanism is imperfect and
the performance is better when the short passage or window
containing the answer is known (see the columns with known
and selected passage-question pairs in Table 1) which is of
course not realistic.

4. CONCLUSION

In this paper we developed a QA system for spoken lectures in
the signal processing domain. The system is based on com-
petitive neural network based reading comprehension mod-
els. We proposed a passage-question matching stage to han-
dle a realistic scenario where the answer for each question is
searched in a chapter of the course lectures. We showed that
the proposed system improves the performance and analyzed
the degradation due to ASR errors.

In the future, we plan to extend our data to increase diver-
sity. We also plan to make use of ASR transcripts for training
the QA system. Finally we intend to add unanswerable ques-
tions in the spirit of SQuAD2.0 [7].
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